
Recap
Lasso:

β̂(λ) = argminβ(‖Y − Xβ‖22/n + λ‖β‖1)

I sparse estimator
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I convex optimization

Figure from Lange, Zühlke, Holz, Villmann (2014)

convex: `p-norm with p ≥ 1
sparse: `p-norm with p ≤ 1 (need “edges” in the ball)
=⇒ p = 1(Lasso) for sparse and convex estimator



Orthonormal design: explicit solution

X T X/n = Ip×p (implying that p ≤ n)
Lasso = soft-thresholding of ordinary least squares

Proposition 1
Assume orthogonal design X T X/n = I. Then,

β̂j(λ) = gλ/2(Zj), Zj = (X T Y )j/n = β̂OLS,j ,

gλ(z) = sign(z)(|z| − λ)+
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Orthonormal design: explicit solution
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; Lasso (blue dashed line) exhibits bias!
(Note that OLS is unbiased)
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Hard-thresholding:
Proposition 2
Assume orthonormal design X T X/n = I. Then,

β̂`0(λ) = argminβ
(
‖Y − Xβ‖22/n + λ‖β‖0

)
equals hard-thresholding with threshold value

√
λ, that is

β̂`0;j(λ) = Zj I(|Zj | >
√
λ), Z = X T Y/n

for example: AIC, BIC are `0-norm penalized regression
; non-convex difficult optimization (but can use recent
progress on mixed-integer programming to deal with p ≤ 500)



I hard-thresholding exhibits less bias than Lasso (but still
E[β̂`0 ] 6= β0)

but it is hard to compute
I adaptive Lasso (black line in the plot) has also less bias

than Lasso but can be computed with two Lasso fits, see
later
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Proof of Proposition 1:
see visualizer



II.4. Prediction with the Lasso

goal: estimation of the regression function

f (x) = E[Y |X = x ] =
p∑

j=1

β0
j xj = (β0)T x

II.4.1. Practical aspects
use f̂ (x) = β̂(λ)T x
and choose λ via cross-validation



often quite a powerful prediction machine

taken from MSc thesis Jiawen Le (September 2019)
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also e.g. in connection with deep neural networks: the
prediction from the last layer to Y is based on regularized linear
models

I last layer features are φ(Xi) ∈ Rd

I Lasso:

β̂(λ) = ‖Y − (φ(X1)
T , . . . , φ(Xn)

T )T‖22/n + ‖λ‖1

I prediction f̂ (x) = β̂(λ)Tφ(x)



How to measure prediction quality?

CV test error

but from a theory point of view, we also look at

‖X (β̂ − β0)‖22/n

for fixed design:

E[‖X (β̂ − β0)‖22/n] = E‖Y − X β̂‖22/n + σ2
ε

that is: expected value of in-sample point prediction accuracy


