
Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 13 

Marcel DettlingMarcel Dettling
Institute for Data Analysis and

Zurich University of Applied S

marcel.dettling@zhaw.ch

htt // t t th h/ d ttlihttp://stat.ethz.ch/~dettling

ETH Zürich, December 20

Marcel Dettling, Zurich University of Applied Sciences

ressionression

d Process Design

Sciences

0, 2010

1



Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 13

N P t i RNon-Parametric Regr
Given fixed predictor values xp

with the relation:

for all

1,..., ny y

( )y f x ε= + i, for all

What is unknown?

( )i i iy f x ε= + i

- errors    : we require iid proiε

- functional relation

was parametric so far

( )f ⋅

( )f ⋅ was parametric so far
see the blackboard for so

( )f
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iression
, we observe responses1,..., nx x , p1, , n

1i 1,...,i n=

operty, zero mean, constant variance

This was a very versatile tool. This was a very versatile tool, 
ome examples…
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P t i N PParametric or Non-Pa
Advantages of parametric mg p

• Parametric models are mor

• Clear formulae make for cle

• Formal inference is possibl• Formal inference is possibl

• Prediction/interpolation is p

Advantages of non-paramet

• Flexibility, no prior knowled

• Less assumptions less pro
Marcel Dettling, Zurich University of Applied Sciences

Less assumptions, less pro

ressionression

t i ?arametric?
models:

re efficient

ear interpretation

ee

possible

tric models:

dge required

one to bad mistakes
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E lExamples
0
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Li M d l f OldLinear Model for Old 
5

Residuals vs Fitted
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F ithf l?Faithful?
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Normal Q-Q
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Li M d l f OldLinear Model for Old 
.5

Scale-Location
197158
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F ithf l?Faithful?
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Residuals vs Leverage
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K l S thKernel Smoothers
Kernel smoothing = weightedg g

size windo

The estimate of denoted( )fThe estimate of , denoted

wi

( )f ⋅

1ˆ ( )
n

f x w Y∑ wi
1

( ) j j
j

f x w Y
nλ

=

= ∑
• For the kernel, we require

• We can have rectangular k• We can have rectangular k

• , called the bandwith, is thλ
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averaging of y-values over a fixedg g y
ow of x-values.

by is defined as:ˆ ( )fby is defined as:

th weights

( )fλ ⋅

1 jx x
w K

−⎛ ⎞
⎜ ⎟th weights j

jw K
λ λ

= ⋅ ⎜ ⎟
⎝ ⎠

∫
kernels Gaussian kernels

1K =∫
kernels, Gaussian kernels, …

he smoothing parameter
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N d W t KNadaraya-Watson Ke
If the predictor values are spap p
Kernel estimator can yield poo
mitigated somewhat by the Nag y

ˆ

n

j jw Y∑
1ˆ ( ) j
n

j

f x
w

λ
==

∑
This estimator is a modified ve

1
j

j=
∑

Its advantage is that the weigh
observation will sum up to oix
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l E ti ternel Estimator
aced very unevenly, the general y y, g
or results. This problem can be 
adaraya-Watson estimator:y

ersion of the kernel estimator. 
hts for the fitted value at each
one.
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Ch i th K lChoosing the Kernel
We require that the kernel isq

•   smooth
compact•   compact

•   easy to compute

A good and popular choice is 

3⎧ 23 (1 ), |
( ) 4

0

x if
K x

else

⎧ −⎪= ⎨
⎪⎩

But smoothing usually is not to

0 else⎪⎩
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But smoothing usually is not to

ressionression

ll
s:

the Epanechnikov kernel:

| 1x

e

<

oo dependent on the kernel

e
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Ch i f th B dChoice of the Bandw
By eyeballing:y y g
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th = 0.125

3.5 4.0 4.5 5.0

10

ptions



Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 13

Ch i f th B dChoice of the Bandw
By eyeballing:

B d
y y g
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ithwith
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Ch i f th B dChoice of the Bandw
By eyeballing:

B d
y y g
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Bandw
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Ch i f th B dChoice of the Bandw
By cross validation:y

1( ) (
n

CV fλ ∑
1

( ) ( i
j

CV y f
n

λ
=

= −∑

where is the fit that is o
omitted from the fitting proces

( )
ˆ ( )jfλ ⋅

each j, we compute the discre
the observed response . Ofjy
set of candidate that may s
eyeballing.

λ
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ithwith

2ˆ ( ))f 2
( ) ( ))j jf xλ

obtained when the jth data point was 
ss. Thus, we fit j smoothers and for
epancy between the fit for and
course, this needs to be done for a 

ix

eem suitable according to some
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Ch i f th B dChoice of the Bandw
By cross validation:y

Cross Validation Trace
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ithwith

Old Faithful Geyser, lambda=0.424
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Ch i f th B dChoice of the Bandw
By cross validation:y

Cross Validation Trace
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ithwith

Simulation Example, lambda=0.022
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S thi S liSmoothing Splines
The basic notion behind the n
there is that the relation betwe

( )Y f x ε= +

The goal is now to minimize th

( )i i iY f x ε= +

requires some additional pena

1 n
2

1

1 ( ( ))
n

i i
i

Y f x
n

λ
=

− +∑ ∫
The solution are piecewise cu

. This yields: continuo1( , )i ix x +
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non-parametric regression is that p g
een predictor and response is:

he sum of squared errors. This 
alty on the smoothness of ( )f ⋅

( )2( )f x dx′′

ubic polynomials in every interval
ous function & parametric problem.
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R lt ith thResults with smooth
the function offers a GCV a

Old Faithful: Smoothing Spline Fit
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p
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li ().spline()
approach for the choice of λpp

Simulation: Smoothing Spline Fit
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L S thLoess Smoother
The loess smoother is more ro
smoothing splines. This make

It works as follows:It works as follows:

1) Select a window of pre-def

2) Fit a polynomial (of degree
using a robust estimation musing a robust estimation m

3) Predicted response at the 

4) Slide the window over the 
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ressionression

obust than kernel estimators and 
es it an attractive alternative!

fined size

e 2 or 1) within this window, 
methodmethod

window center := fitted value

entire x-range
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R lt ith l ()Results with loess()
, i.e. the window size neeλ ,

Old Faithful: Loess Fit
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eds to be chosen by the usery

Simulation: Loess Fit

.0
0.

0
1

y

-1
.0

0.0 0.2 0.4 0.6 0.8 1.0

x

19



Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 13

Additi M d lAdditive Models
Due to the curse of dimension
methods are not straightforwa
with multiple predictors.p p

Instead, we can use the addit

• are smooth potentiallyf
0 1 1( ) ... (i pY f x fβ= + + +

• are smooth, potentially

• the errors are i.i.d. with zer

jf

• flexibility, interpretability an

Marcel Dettling, Zurich University of Applied Sciences

• this is a versatile model: pa

ressionression

nality, non-parametric smoothingy, p g
ardly generalizable to problems

tive model:

non parametric functions

)p ix ε+

non-parametric functions

o mean and constant variance

nd efficient fitting are given
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S ft f Fitti ASoftware for Fitting A
There are several packagesp g

library(gam):

• free choice of the smoother

• based on backfitting which• based on backfitting, which

• different smoothers and am

library(mgcv):

• penalized smoothing spline

• automatic choice of smooth
Marcel Dettling, Zurich University of Applied Sciences

automatic choice of smooth

ressionression

Additi M d lAdditive Models
in R for fitting (G)AMs:g ( )

r which is used

h is an iterative procedureh is an iterative procedure

mounts of smoothing possible

e approach

hing parameters is possible
21

hing parameters is possible
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E lExample
The data are from a study of ty
ozone concentration and som
originate from the LA basin. Tg

We consider three predictor

• temp, the temperature mea

ibh th i i b h i• ibh, the inversion base heig

• ibt, the inversion top tempe, p p

We will fit both a multiple lin
f d dditi

Marcel Dettling, Zurich University of Applied Sciences

reference and an additive m

ressionression

the relation between atmosphericp
me meteorological predictors and
They were recorded in 1976. y

rs: 

asured at El Monte

ht t th LAX i tght at the LAX airport

erature, again at LAX. , g

near regression model for
d l t h i t

22
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S O t tSummary Output
> summary(fit)y( )

Coefficients:

(Intrcpt)      age   inc

Indpt    -5.136    0.005    0.

Republ   -1.409    0.010    0.

educ^4   educ^5   edu

Indpt 2 552 1 291 0Indpt    -2.552    1.291   -0.

Republ    0.000   -0.103   -0.

Std. Errors: ...

Residual Deviance: 1511 612Residual Deviance: 1511.612 

AIC: 1547.612

ressionression

come   educ.L   educ.Q   educ.C

.016    5.244   -6.341    4.693

.013    0.564   -0.720    0.017

uc^6

539.539

.129

23
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I fInference
No individual hypothesis testsyp
provided in the summary outp

Reason: all parameters βReason: all parameters
equal to zero, which
hypothesis test

2 ,.kβ

hypothesis test.

Way out: resort to a comparis
before be based on 
differences.
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ressionression

s, although standard errors are, g
put!

simultaneously need to beβ simultaneously need to be
h cannot be tested with an individual 
.., kJβ

son of nested models, which will as
log-likelihood ratios, resp. deviance
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I f E lInference: Example
> fit.age.inc <- multinom(pg (p

> deviance(fit.age.inc) - d

[1] 13.70470

> pchisq(13.70470, fit$edf

[1] 0.3199618

• p-value is 0.32, thus, educ

• Is this a surprise, given the

• no, the biggest differencesno, the biggest differences
young people below 25 yea
very small fraction of the ob

Marcel Dettling, Zurich University of Applied Sciences

e y s a act o o t e ob

ressionression

party ~ age + income, data=nes)p y g , )

deviance(fit)

- fit.age.inc$edf, lower=FALSE)

cation is not significant

mosaic plot from above?

in party affiliation are among thein party affiliation are among the
ars of age, which represent only a 
bservations

25
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M lti l Li RMultiple Linear Regre
>  summary(lm(O3 ~ temp + iy( ( p

Coefficients:

Estimate Std.

(Intercept) -7.7279822  1.6

temp         0.3804408  0.0

ibh -0.0011862  0.0

ibt -0.0058215  0.0

---

Residual standard error: 4.

Multiple R-squared: 0.652, 

F-statistic: 203.6 on 3 and

Marcel Dettling, Zurich University of Applied Sciences

ressionression

iession
ibh + ibt, data = ozone)), ))

. Error t value Pr(>|t|)    

6216623  -4.765 2.84e-06 ***

0401582   9.474  < 2e-16 ***

0002567  -4.621 5.52e-06 ***

0101793  -0.572    0.568    

.748 on 326 degrees of freedom

   Adjusted R-squared: 0.6488

d 326 DF,   p-value: < 2.2e-16
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Di ti Pl tDiagnostic Plots

Tukey Anscombe Plot
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Partial Residual Plot for temp

20

Partial Residual Plot for temp

10
2

es
id

ua
ls

0

P
ar

tia
l R

e

30 40 50 60 70 80 90
-1

0
30 40 50 60 70 80 90

temp

27



Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 13

Di ti Pl tDiagnostic Plots
15

Partial Residual Plot for ibh
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Fitti ith ()Fitting with gam()
> summary(fit.gam)y( g )

Call: gam(O3 ~ lo(temp) + l

Null Deviance: 21115.41 on 

Residual Deviance: 5935.096

AIC: 1916.049 

Df Npar Df Npar

(Intercept)  1             

lo(temp)     1     2.5 7.45

lo(ibh)      1     2.9 7.62

lo(ibt)      1     2.7 7.84

Marcel Dettling, Zurich University of Applied Sciences

ressionression

lo(ibh) + lo(ibt), data=ozone)

329 degrees of freedom

6 on 318.0005 degrees of freedom

r F     Pr(F)    

                

550 0.0002456 ***

205 8.243e-05 ***

434 9.917e-05 ***
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I f f ()Inference for gam()
Deviance explained:p

> 1-5935.096/21115.41

[1] 0 7189211[1] 0.7189211

For multiple regression, the re
spend more degrees of freedo

Individual hypothesis test areIndividual hypothesis test are 
comparisons with an F-test, ra

> fit.gam.small <- gam(O3 ~

> anova(fit.gam.small, fit.

Marcel Dettling, Zurich University of Applied Sciences

>    318.00     5935.1 3.66

ressionression

esult was 0.652. However, we now 
om. 

best done using nested modelbest done using nested model 
ather than with the score test:

~ lo(temp)+lo(ibh), data=ozone)

.gam, test="F")

30
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G hi l O t t fGraphical Output of g
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I f ti th EInformations on the E
• The exam will be on Janua

for 120 minutes. But please

It will be open book i e you• It will be open book, i.e. you
materials you wish. You ca
computers/notebooks and ccomputers/notebooks and c

• Topics include everything t
from the first to the last, and
the exercises and master s

• You will not have to write R
with the output and be able

Marcel Dettling, Zurich University of Applied Sciences

with the output and be able

ressionression

EExam
ry 26, 2011 (provisional) and lastsy , (p )

e see the official announcement.

u are allowed to bring any writtenu are allowed to bring any written
n also bring a pocket calculator, but 
communcation aids are forbiddencommuncation aids are forbidden.

hat was presented in the lectures, 
d everything that was contained in 

solutions.

R-code, but you should be familiar
e to read it

32
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I f ti th EInformations on the E
• With the exam, we will try o, y

proficient in applied regress
models, interpreting outputp g p

• Old exams will not be avail
that you make sure that youthat you make sure that you
well and especially focus o

• There are 2 question hours
webpage or exercise sheet

• There are some additional 
will also be communicated

Marcel Dettling, Zurich University of Applied Sciences

will also be communicated

ressionression

EExam
our best to check whether you arey
sion. This means choosing the right
and suggesting analysis strategies.gg g y g

able for preparation. I recommend
u understand the lecture examplesu understand the lecture examples
n the exercises.

s in January. See the course
t 7 for time and location.

points for doctoral students, which
via e-mail
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via e mail.
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E d f th CEnd of the Course
Happy holidays and all thppy y

Marcel Dettling, Zurich University of Applied Sciences

ressionression

he best for the exams!
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