
Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 03 

Marcel DettlingMarcel Dettling
Institute for Data Analysis and

Zurich University of Applied S

marcel.dettling@zhaw.ch

htt // t t th h/ d ttlihttp://stat.ethz.ch/~dettling

ETH Zürich, October 12, 2

Marcel Dettling, Zurich University of Applied Sciences

ressionression

d Process Design

Sciences

2010

1



Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 03

Course Organization
The exercises will be held on 
according to the schedule giveg g

NEW: the exercise lessons wi
take place at the computer labtake place at the computer lab

HG E27 Ag – G
HG E26.1 Ha – P
HG E26.3 Pe – Z
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n
the days that were planned 
en on the organization sheet!g

ill (until further notice) ALWAYS 
bs i e in the following rooms:bs, i.e. in the following rooms:

Go
Pa
Zh
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The Simple Linear Re
fY xβ β ε+ + for all i

What is the meaning of the

0 1i i iY xβ β ε= + +

g
- response/predictors
- regression coefficientsg
- error term

Which assumptions are maWhich assumptions are ma
- zero expectation

constant variance- constant variance
- uncorrelated
- but nothing (yet) on the d
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- but nothing (yet) on the d

ressionression

egression Model
i=1,…,n

e parameters?p

ade (for the error term)?ade (for the error term)?

istribution!
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Regression Line
7

Baumhoehe

6
7

4
5

B
au

m
ho

eh
e

3

7.5 8.0

2

Marcel Dettling, Zurich University of Applied Sciences

pH-

ressionression

e vs. pH-Wert

8.5

4

-Wert



Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 03

Prediction
The regression line can now b
value at an arbitrary (new) val

E l F H l f 8

* *
0 1

ˆ ˆŷ xβ β= +

Example: For a pH-value of 8

28.7227 ( 3.0034+ −

A word of caution:

(

Doing interpolation is usually f
the tree height for pH-value 5.
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fbe used for predicting the target 
lue. We simply do as follows:

8 0 t t h i ht f8.0, we expect a tree height of

8.0) 4.4955⋅ =)

fine, but extrapolation (i.e. giving 
.0) is generally “dangerous”.
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Confidence and Pred
% f95% confidence interval: this

ˆ ˆ *
0 1 0.975; 2

ˆ ˆ ˆnx t εβ β σ−+ ± ⋅ ⋅

95% prediction interval: this is

*
0 1 0.975; 2

ˆ ˆ ˆnx t εβ β σ−+ ± ⋅ ⋅;
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diction Intervals
fis for the expected value!
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Confidence and Pred
B h h
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Residual Diagnostics
fNeeds to be done after ever

To check:

•   regression line is the corre
T k A b l tTukey-Anscombe plot

•   scatter is constant, and the
Tukey-Anscombe plot, t

• errors/residuals are norma•   errors/residuals are norma
normal plot
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s
fry regression fit!!!

ect relation, zero error expected

e residuals are uncorrelated
time series plot

ally distributedally distributed
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Normal Plot
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Tukey-Anscombe Plo
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How to Deal with Vio
f•   A few gross outliers
check them for errors, c

•   Prominent long-tailed distr
robust fitting, to be discug,

•   Skewed distribution and/or
log or square root translog- or square-root-trans
use a different model (g

•    Non-random structure in t
improve the model, i.e. 
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olations?

correct or omit

ribution
ussed later

r non-constant variance
sform the responsesform the response

generalized linear model)

the Tukey-Anscombe plot
predictors are missing

11



Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 03

Erroneous Input Vari
?What’s this?

predictors are random, non
l t dexample: measurement de

If the usual least squares appq pp
be biased:

w1ˆ[ ]E β β , w

What to do?
( )1 1 2 2

[ ]
1

E
δ ξ

β β
σ σ

= ⋅
+

What to do?
in case of small errors and 
for more serious cases che
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for more serious cases, che

ressionression

iables

n-deterministic!
i i t ievice is not precise

roach is used, the estimates will ,

where 2 1 ( )σ ξ ξ∑where ( )inξσ ξ ξ= ⋅ −∑

prediction only: ignore!
eck the work of Draper (1992)
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Multiple Linear Regre
The model is:The model is:

0 1 1 2 2i i iY x xβ β β= + +

• we have p predictors now

0 1 1 2 2i i iY x xβ β β+ +

we have p predictors now

• visualization is no longer p

• we are still given n data po

the goal is to estimate the• the goal is to estimate the

Marcel Dettling, Zurich University of Applied Sciences
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ession

... i ixβ ε+ + +... p ip ixβ ε+ + +

possible

oints, and still:

regression coefficientsregression coefficients
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Assumptions on the
We assumptions are identicalWe assumptions are identical

- , i.e. the hyper plan[ ] 0iE ε =

- , constant scatt

l t

2( )iVar εε σ=

( ) 0C- , uncorrelate

As in simple linear regression

( , ) 0i jCov ε ε =

p g
distribution for parameter estim
results of the least squares apq p
assumption only comes into p
parameters.
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Error Term
to simple linear regression to simple linear regression.

ne is the correct fit

ter for the error term

ded errors

, we do not require any specific , q y p
mation and certain optimality 
pproach. The distributional pp
play when we do inference on the 
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Don‘t Do Many Simpl
Doing many simple linear regrDoing many simple linear regr
multiple linear regression. Che

x1 0 1 2
x2 ‐1 0 1
yy 1 2 3

We have

Thus all residuals are 0 and

1 2ˆ 2i i i iY y x x= = −

σThus, all residuals are 0 and

But what is the result from

σ
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ressionression

le Regressions
ressions is not equivalent toressions is not equivalent to
eck the example

3 0 1 2 3
2 1 2 3 4
4 ‐1 0 1 2

, a perfect fit.
2σ̂ .

simple linear regressions?  

εσ
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Don‘t Do Many Simpl

1

4

yy ~ x1

2
3

1
2

yy

-1
0

0.0 1.0 2.0 3.0

x1
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le Regressions

2

4

yy ~ x2

2
3

1
2

yy

-1
0

-1 0 1 2 3 4

x2
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An Example

City Mortality JanTemp JulyTemp RelHum Rain Ed

Akron, OH 921.87 27 71 59 36 11

Albany, NY 997.87 23 72 57 35

Allentown, PA 962.35 29 74 54 44 9

Atlanta GA 982 29 45 79 56 47 11Atlanta, GA 982.29 45 79 56 47 11

Baltimore, MD 1071.29 35 77 55 43 9

Birmingham, AL 1030.38 45 80 54 53 10

Marcel Dettling, Zurich University of Applied Sciences

ressionression

uc Dens NonWhite WhiteCollar Pop House Income HC NOx SO2

1.4 3243 8.8 42.6 660328 3.34 29560 21 15 59

11 4281 3.5 50.7 835880 3.14 31458 8 10 39

9.8 4260 0.8 39.4 635481 3.21 31856 6 6 33

1 1 3125 27 1 50 2 2138231 3 41 32452 18 8 241.1 3125 27.1 50.2 2138231 3.41 32452 18 8 24

9.6 6441 24.4 43.7 2199531 3.44 32368 43 38 206

0.2 3325 38.5 43.1 883946 3.45 27835 30 32 72
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Some Simple LinearSome Simple Linear 
SO2
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RegressionsRegressions
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Coefficient EstimatesCoefficient Estimates
log(SO2): ˆ 886.34 16.8y = +g( )

NonWhite:

y

ˆ 887.90 4.49y = +

Rain:

> lm(Mortality ~ log(SO2) + N

ˆ 851.22 2.34y = +

> lm(Mortality ~ log(SO2) + N
> Coefficients:
> (Intercept) log(SO2) No> (Intercept)     log(SO2)     No

773.020       17.502       3.

The regression coefficient is th
the predictor increases by 1 uthe predictor increases by 1 u
unchanged. 

ressionression

ss
26 log( )SO⋅ 2g( )

9 NonWhite⋅

onWhite + Rain data=mortality)

Rain⋅

onWhite + Rain, data=mortality)

onWhite RainonWhite Rain  
649       1.763  

he increase in the response, if 
unit, but all other predictors remain

19
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Least Squares ApproLeast Squares Appro
We determine residuals

0 1 1( ...i i ir y xβ β= − + + +

Then, we choose the paramet
residuals

2
1

n
ii
r

=∑
is minimal. As in simple linear
solution to this problem. It can
derivatives and setting them to
so-called normal equations.

Marcel Dettling, Zurich University of Applied Sciences
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oachoach

)p ipxβ+

ters such that the sum of squared 

r regression, there is an explicit 
n be attained by taking partial 
o zero. This again results in the 
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Matrix NotationMatrix Notation
In matrix notation, the multiplep
written as:

Y X β ε= +
The elements in this equation

Y X β ε= +

see blackboard…

Marcel Dettling, Zurich University of Applied Sciences
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e linear regression model can be g

 are as follows:
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Normal Equations anNormal Equations an
The least squares approach leq pp
which are of the following form

( )T TX X Xβ

• Unique solution if and

( )T TX X X yβ =

• Unique solution if and 
• Predictor variables ne

• If X has not full rank, t
• Design improvement m

• Necessary (not sufficie
• Do not over-parametri Do not over parametri

Marcel Dettling, Zurich University of Applied Sciences
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nd Their Solutionsnd Their Solutions
eads to the normal equations, q
m:

only if X has full rankonly if X has full rank
eed to be linearly independent

the model is “badly formulated”
mandatory!!!

ent) condition: p<n
ize your regression!

22
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Properties of the EstProperties of the Est
Gauss-Markov-Theorem:

The regression coefficients ar
fulfill the optimality condition ofulfill the optimality condition o
linear, unbiased estimators (B

- ˆ[ ]E β β=

- 2 1( ) ( )TCov X Xεβ σ −= ⋅

1
- 2 2

1

1ˆ
( 1)

n

i
i

r
n pεσ

=

=
− + ∑
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timatestimates

re unbiased estimates, and they 
of minimal variance among allof minimal variance among all 
BLUE).

(note: degrees of freedom!)
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Hat Matrix NotationHat Matrix Notation
The fitted values are:

1ˆˆ ( )Ty X X X X Xβ −= =

The matrix  is called hat matri
Y’s”, i.e. transforms the obser
can also use this matrix for co

ˆ ( )r Y Y I H Y= − = −

Moments of these estimates:

( )r Y Y I H Y

, ˆ[ ]E y y= [ ] 0E r =
2ˆ( )V H ( )V, 

Marcel Dettling, Zurich University of Applied Sciences

2ˆ( )Var y Hεσ= ( )Var r

ressionression

TX Y HY=

x, because “it puts a hat on the 
rved values into fitted values. We 
omputing the residuals:

2) ( )I H
24

2) ( )I Hεσ= −
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If th E GIf the Errors are Gaus
While all of the above statemeWhile all of the above stateme
distribution, we obtain some m
assuming i.i.d. Gaussian errorg

- ( )2 1ˆ ~ , ( )TN X Xεβ β σ −

-

( ), ( )εβ β

2ˆ ~ ( , )y N X Hεβ σ

-

( )y εβ
2

2ˆ ~ n p
ε

ε
σσ χ −

What to do if the errors are no

pn p−

What to do if the errors are no
Marcel Dettling, Zurich University of Applied Sciences
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issian…
ents hold for arbitrary errorents hold for arbitrary error 
more, very useful properties by 
rs:

on-Gaussian?
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I di id l P tIndividual Parameter
If we are interested whether thIf we are interested whether th
relevant, we can test the hypo

: 0H β

against the alternative hypoth

0 : 0jH β =

g yp

: 0A jH β ≠

We can derive the test statisti

β̂
2 1

~
ˆ ( )

j
nT

jj

T t
X Xε

β

σ
−−

=

Marcel Dettling, Zurich University of Applied Sciences
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ressionression

T tr Tests
he jth predictor variable ishe j predictor variable is 
othesis 

esis

c and its distribution:

( 1)p− +
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I di id l P tIndividual Parameter
These tests quantify the effecThese tests quantify the effec
response Y after having subtr
predictor variables on Y. p

Be careful, because of:

a) The multiple testing proble
total type II error increases

b) It can happen that all indiv
hypothesis although somehypothesis, although some
effect on the response. Re

Marcel Dettling, Zurich University of Applied Sciences
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T tr Tests
t of the predictor xj on thet of the predictor xj on the 

racted the linear effect of all other 

em: when doing many tests, the 
s. By how much: see blackboard

vidual tests do not reject the null 
e predictors have a significante predictors have a significant 
eason: correlated predictors!
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Gl b l F T tGlobal F-Test
Question: is there any relationQuestion: is there any relation

We test the null hypothesis 

against the alternative

0 1 2: ... pH β β β= = = =

against the alternative

for at least o: 0A jH β ≠

The test statistic is:
A jβ

n
2

1

ˆ( )
( 1)

n

i
i
n

y y
n pF =

−
− +

= ⋅
∑

2

1

ˆ( )
n

i i
i

p y y
=

−∑

ressionression

n between predictors and response?n between predictors and response?

0

one j in 1,…, p

2

, ( 1)~ p n pF − +

28

, ( )
2

p p



Applied Statistical RegrApplied Statistical Regr
HS 2010 – Week 03

C ffi i t f D tCoefficient of Determ
The coefficient of determinatioThe coefficient of determinatio
squared, is aimed at describin
multiple linear regression modp g

2ˆ( )
n

iy y−∑
2 1

2

( )
[0,

( )

i
i
n

y y
R

y y

== ∈
−

∑

∑

It shows the proportion of the

1

( )i
i

y y
=
∑

It shows the proportion of the 
explained by the predictors. T
mean:mean:…
Marcel Dettling, Zurich University of Applied Sciences
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i timination
on, also called multiple R-on, also called multiple R
ng the goodness-of-fit of the 
del:

,1]

total variance which has beentotal variance which has been 
The extreme cases 0 and 1 
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Adj t d C ffi i tAdjusted Coefficient
If we add more and more predIf we add more and more pred
squared will always increase, 

I th t li ti d fIs that a realistic goodness-of-
NO, we better adjust for t

12 11
( 1)
nadjR

n p
−

= − ⋅
− +

Marcel Dettling, Zurich University of Applied Sciences
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f D t i tiof Determination
dictor variables to the model, R-dictor variables to the model, R
and never decreases

f fit ?f-fit measure?
the number of predictors!

2ˆ( )
n

i iy y−∑
1

2

( )
[0,1]

( )

i i
i

n

y y

y y

=⋅ ∈
−

∑

∑
1

( )i
i

y y
=
∑
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R O t tR-Output
> summary(lm(Mortality~log(SO2 summary(lm(Mortality log(SO2

Coefficients:

Estimate Std. Erro

(Intercept) 773.0197    22.185

log(SO2)     17.5019     3.525

NonWhite 3.6493     0.591

R i 1 7635 0 462Rain          1.7635     0.462

---

Resid al standa d e o 38 4Residual standard error: 38.4 

Multiple R-squared: 0.641,  Ad

F statistic: 32 73 on 3 and 55F-statistic: 32.73 on 3 and 55

Marcel Dettling, Zurich University of Applied Sciences

ressionression

2)+NonWhite+Rain, data=mo…))2) NonWhite Rain, data mo…))

or t value Pr(>|t|)    

52  34.844  < 2e-16 ***

55   4.964 7.03e-06 ***

10   6.175 8.38e-08 ***

28 3 811 0 000352 ***28   3.811 0.000352 ***

on 55 deg ees of f eedomon 55 degrees of freedom

djusted R-squared: 0.6214

5 DF p value: 2 834e 12

31

5 DF,  p-value: 2.834e-12
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I t ti th RInterpreting the Resu
Does the SO2 concentration aDoes the SO2 concentration a

Might be, might not be

There are only 3 predictors

We could suffer from confoWe could suffer from confo

Causality is always difficult

The next step is to include all 
present in the mortality datase

Marcel Dettling, Zurich University of Applied Sciences
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ltult
affect the mortality?affect the mortality?

s

ounding effectsounding effects

t, but…

predictor variables that are 
et.
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More PredictorsMore Predictors

Estimate Std. Er
(Intercept)  1.164e+03  2.939ep
JanTemp -1.669e+00  7.930e
JulyTemp -1.167e+00  1.939e
RelHum 7.017e-01  1.105e
Rain         1.224e+00  5.490e
Educ -1.108e+01  9.449e
Dens         5.623e-03  4.482e
NonWhite 5.080e+00  1.012e
WhiteCollar -1.925e+00  1.264e
Pop          2.071e-06  4.053ep
House       -2.216e+01  4.040e
Income       2.430e-04  1.328e
log(SO2)     6.833e+00  5.426e
---
Residual standard error:  36.2
Multiple R-squared: 0.7333,  A
F-statistic: 10.54 on 12 and 4
Marcel Dettling, Zurich University of Applied Sciences

ressionression

rror t value Pr(>|t|)    
e+02   3.960 0.000258 ***
e-01  -2.105 0.040790 *  
e+00  -0.602 0.550207    
e+00   0.635 0.528644    
e-01   2.229 0.030742 *  
e+00  -1.173 0.246981    
e-03   1.255 0.215940    
e+00   5.019 8.25e-06 ***
e+00  -1.523 0.134623    
e-06   0.511 0.611799    
e+01  -0.548 0.586074    
e-03   0.183 0.855617    
e+00   1.259 0.214262    

2 on 46 degrees of freedom
Adjusted R-squared: 0.6637

33

46 DF,  p-value: 1.417e-09
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S Th ht CSome Thoughts on C
a) With collinear predictors, ina) With collinear predictors, in

values from individual para
test) should be “handled w)

b) Drawing conclusions on ca

c) However, the fitted values 
prediction with a model fitt
always fine.

Measuring collinearity: VI

Marcel Dettling, Zurich University of Applied Sciences
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C lli itCollinearity
nference (i.e. interpreting p-nference (i.e. interpreting p
ameter tests and the global F-

with care”!

ausality should be left out. 

are not affected by this, and also 
ted from collinear predictors is 

1
2

1
1j

j

IF
R

=
−
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