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Exercise Series 5

1. Consider the diabetes-dataset from the lecture notes (Section 3.2) and the model

Yi = m(Xi) + εi,

where the response Y is a log-concentration of a serum (in connection with Diabetes) and
the predictor variable X is the age in months of children.

We want to know if a complicated nonparametric regression gives us valuable information
and which one is the best. The following fits should be compared:

1. the kernel regression fit from ksmooth,

2. the local polynomial fit from loess,

3. a smoothing spline fit from smooth.spline (all from package stats), where you have
chosen a fixed value for the parameter df in advance,

4. a smoothing spline fit from smooth.spline with the smoothing parameter selected au-
tomatically by cross-validation (consider the “Details”-section of help(smooth.spline)
and the description of parameter cv and value cv.crit).

5. a constant “fit” by the overall mean of Yi, simply ignoring the Xi-values.

a) Compare the methods by leave-one-out cross-validation (note that this is included in
function smooth.spline, but not in the others). You may also compare the value for
smooth.spline with your own computed cross-validation value and the GCV-value,
which is also included in function smooth.spline.

b) The comparison of the CV-value of the method no. 4 with the others is not fair. Can
you explain the problem?

R-hints: You may begin as follows:

diabetes <- read.table
("http://stat.ethz.ch/Teaching/Datasets/diabetes2.dat",header=TRUE)

library(stats)
library(KernSmooth)
ytemp <- diabetes[,"C.Peptide"]
xtemp <- diabetes[,"Age"]
#We sort the values, in order not to get problems with
#the calculation of the hat matrix.
x <- sort(xtemp)
y <- ytemp[order(xtemp)]
reg <- data.frame(x=x,y=y)
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Then, cdat <- reg[-i,] is reg without point i.

You may run into trouble because some functions, e.g.,loess yield sometimes values NA
(“missing”) or NaN (“not a number”). This means that the computations did not work
properly because, e.g., a point outside the data range was to be predicted (this happens if
an extreme point has been left out for the cross-validation). The function is.na tests if a
value is NA or NaN and can be used to predict in these cases the mean of the y-values (or
something else) instead.

Note that the parameter newdata of predict.loess has to be a data.frame. How you make
a data frame out of a single point: newdata=reg[i,"x",drop=FALSE].

The computation of leave-one-out CV may take some time.

However, you can also take advantage of the formula (4.5) in the lecture notes. That is,
instead of calculating m̂−i

n−1(·) for i = 1, . . . , n, you can calculate the estimator m̂(·) once on
the full data set. In addition, you need to calculate the hat matrix S.

2. The leave-one-out CV-score can be written in such a way that it depends only on the esti-
mator m̂(·) which is computed from the full dataset. To obtain the CV-score, it is therefore
not necessary to calculate the leave-one-out estimators m̂(−i)

n−1(·). From the manuscript we
learn:

n−1
n∑

i=1

(
Yi − m̂(−i)

n−1(Xi)
)2

= n−1
n∑

i=1

(
Yi − m̂(Xi)

1− Sii

)2

,

where S is the hat-matrix of the linear estimator m̂(·). In this exercise we are going to prove
this formula step by step in the case of multiple-linear-regression yi = xT

i θ + εi.

a) Show that for an invertible p × p-matrix A and two p-vectors a and b with bTA−1a 6= 0
the matrix A− abT is invertible too and that its inverse can be computed as follows:

(A− abT)−1 = A−1 +
1

1− bTA−1a
·A−1abTA−1.

b) Show the following formula which describes the influence of omitting the i.th observation
for the multiple-linear-regression estimator:

θ̂(−i) − θ̂ = −
yi − xT

i θ̂

1− Sii
(XTX)−1xi.

Hints: Let A := XTX =
∑n

i=1 xixT
i , c := XT y =

∑n
i=1 yixi.

Now you might start as follows: θ̂(−i) = (A− xixT
i )−1(c− yixi), then use a).

c) From b) you can finally conclude the desired result:

yi − xT
i θ̂

(−i) =
1

1− Sii
(yi − xT

i θ̂).

Preliminary discussion: Friday, April 11, 2008.

Deadline: Friday, April 18, 2008, at the beginning of the seminar.


