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#### Abstract

In the genetic model organism Saccharomyces cerevisiae, large scale screening for synthetic lethality has greatly increased our knowledge of genetic network organization and the functional relationships between genes. Only $5 \%$ of all possible query genes in the yeast genome have been analyzed in published synthetic lethal screens, indicating that a large part of the synthetic lethal network still remains to be uncovered. We present the first reliable method to predict highly connected query genes for the synthetic lethal network from a list of non-essential genes not yet considered for screening. Since these genetic network hubs exhibit far more interactions than an average query gene, prioritizing them for screening will help to elucidate the synthetic lethal network more efficiently by minimizing the necessary experimental efforts. We apply a twofold strategy assessing pairwise relationships between non-essential genes as well as their individual properties as single genes to reliably predict genetic network hubs. Integration of the results into a unified list leads to a robust estimation of promising query genes for future experiments. Application of the method provides a roadmap for fast, comprehensive assessment of synthetic lethality in yeast. It can also be used for the design of future experiments for other biological networks.


## 1 Background

Technological advances in biological experimentation have enabled researchers to investigate living systems on an unprecedented scale, studying genomes, proteomes or molecular networks in their entirety. Whether gene expression analysis using microarrays, proteome analysis using mass-spectrometry or, as in the presented case, large-scale screens for genetic interactions, high-throughput technologies provide a rich source of biological information. This comprehensiveness comes at a cost, however, because experimental results from large-scale screens can be rather unspecific, biased or prone to experimental imprecision. Combining high-throughput methods with computational analysis, either prior to or after experimentation, can significantly improve the prospects of success, since it can assign probabilities for likely molecular targets and narrow down the search to refined subsets of interesting genes or proteins. In this work, we demonstrate how to combine two computational methods in order to predict yeast genes that are likely to show a large number of genetic interactions with other genes. Our methodology provides a basis for
improved experimental design for the study of the yeast genetic network. Genetic interactions can be inferred on a systematic scale using synthetic lethality screening. Crossing mutants depleted of a query gene of interest into the complete selection of single-deletion mutants and scoring for lethality can uncover genetic buffering on an unprecedented scale $(1 ; 2)$ and reveals pathway architecture $(3)$ as well as the role of central proteins in the networks. Despite the wide use of this genome-scale technology the complete structure of the cellular network remains far from being understood in detail. In the genetic network of SL relationships, only a small fraction of the genome has been mapped as a query gene and approaches to reveal the complete genetic network are currently ongoing. The success and speed of this approach will largely depend on a careful selection of new query genes for the next set of experiments. While the average number of hits in a screen is 34 out of 4800 possible non-essential target genes (2), some important genes for proteins with many cellular functions exhibit significantly higher numbers of interaction partners. These hubs thus have a high degree or connectivity in the genetic network. Figure 1 shows the degree distribution of genes used as query genes in systematic SL experiments and illustrates that many query genes only have a few connections while a few genes have high degrees ( $>100$ ). Mapping genetic interactions for those hubs first will help to significantly increase the information gain for uncovering the SL network, because less experiments have to be performed for the same number of interactions to be revealed.

The properties of molecular hubs have previously been studied in other networks. Based on a large set of protein-protein interactions, Jeong et al. (4) showed that some nodes in the network show a high number of connections to the other nodes: These hubs represent proteins for essential cell functions. Ozier et al. (5) demonstrated that genetic interactions are far more likely to occur between these protein hubs and that most genetic interactions involve at least one hub protein. This suggests that hubs in the physical and the genetic network may coincide.

Because the cellular network is complex, the behavior of a genetic network is not an isolated phenomenon but strongly correlated with other measurements and networks. Several studies have therefore investigated cellular networks with respect to their topological features and their relationships to other functional genomic data. Kelley et al. (6) showed that overlaying the protein network and the genetic network allows to classify SL interactions into distinct classes with respect to pathway architecture. Wong et al. (7) exploited dependencies of SL interactions with other data types to predict synthetic sick and lethal gene pairs.

Here we made use of the available information about the SL genetic network and other genomic and proteomic data to predict genetic network hubs from a list of non-essential query genes. All of the genes in
this list have not been used for systematic SL screening so far and thus represent the query gene pool from which new candidates for screening can be selected. Our approach differs significantly from the approach used by Wong and colleagues (7), who focussed on predicting genetic interactions. Not only do we predict interacting pairs but we are the first to predict genetic network hubs and propose them as the most suitable query gene candidates for further SL screens. The results are therefore of considerable practical value for designing future experiments. Our resulting list of genes serves as a guide for the elucidation of the genetic network using SL screening and represents a ranking list of putative network hubs sorted by their network connectivity.

### 1.1 Modeling approach

We applied a twofold strategy in order arrive at a robust estimate of those non-essential genes that will show a high number of interactions when used for systematic SL screening. We predicted (A) the connectivity of a query gene (hub prediction) and (B) the probability of SL interactions of a query gene with possible target genes (SL prediction) using Random Forests of decision trees (8; 9). Random Forest regression allowed us to predict the number of target gene hits that can be expected from SL screening of new query gene (A). In a parallel approach, we applied Random Forest classification to predict the interactions partners of a query gene and subsequently inferred the number of SL hits from these predictions (B). Random Forests have the advantage to make accurate predictions using mixed inputs ranging from real-valued to categorical data. Furthermore, the method effectively incorporates high-dimensional and correlated features. This was important for our approach, because we included a number of different highly redundant scores derived from the same data sources (see 1.2).

During model training, we applied a special leave-one-query-out cross-validation procedure that realistically mimics the situation of a new genetic interaction screen (loqo-CV, Section 5.1). For each query gene in our data set used for parameter estimation we omitted all known high-troughput SL interactions, trained the model on the remaining data and modeled the respective interactions using the selected input features. Deviations of the estimated result to the true outcome yielded the prediction errors. Since some of the input features were calculated from the synthetic lethal interaction network and were thus based exactly on the information we aimed to predict, this required some special adjustments and corrections, which are described in detail in Section 5.1.

### 1.2 Data-sources

In both approaches, we considered different types of genome and proteome data sets to derive some scores that can be used as input features in the applied Random Forest regression and classification models. We provide detailed descriptions of the derivation of scores in Sections 2.1.1 and 2.2.1.

## Genetic Networks

We assembled the genetic networks derived from genetic information available in the GRID-database as of May 2008 (10). We included information from all genetic interaction experiments. In contrast to the response variable or the model output, which contains the number of high-throughput (htp) SL hits only, we also included small scale experiments and synthetic sick phenotypes in the network and to derive a set of scores and coefficients as input features for both approaches.

## Protein Networks

We assembled the protein networks constructed from protein interaction information available in the GRID-database as of May 2008 (10). This included small and large-scale yeast two-hybrid as well as mass-spectrometic measurements of proteins from purified complexes. To derive input features we used the same measures as for the genetic networks.

## Mixed Networks

In order to increase network coverage, we also considered a unified interaction network regardless of the interaction type, including protein as well as genetic interactions. From this mixed interaction network we derived the same scores as for the other networks.

## Gene Expression

We considered two large compendia of gene expression profiles. Hughes et al. (11), reported gene expression results of the effects of a large set of chemical conditions and single-gene deletions. Mnaimneh et al (12) reported gene expression data for promoter silencing alleles of a large set of essential genes. We used these data to calculate input features for the classification approach.

## Gene Ontology

We also included information Gene Ontology (13). For the classification approach, we obtained scores from the three categories "biological process", "cellular component" and "molecular function".

## Sequence information

Basic protein or gene-features that can be derived from their DNA sequences also provided important information in our analysis. For example, we used the amino acid content or the codon bias of a protein. Other types of information included molecular weight, protein length, and GRAVY or AROMA scores that
refer to hydrophobic or aromatic residue content of the protein.

## Chromosomal location

We also assessed the relative positioning of the gene loci on their respective chromosomes based on their name identifiers to derive input features.

## 2 Results

### 2.1 Regression for network degree

We used a single gene approach assessing a data set comprising 256 query genes already used for htp SL screening. For each query gene in the data set we calculated the genetic network degree, i.e. the number of SL interaction partners found by htp SL screening. This value was used as the response variable or output of the model. As input features, we assembled a list of 38 decriptors from other genomic data that describe the properties of each single query gene as explained in the following.

### 2.1.1 Input features

## Genetic networks

We assessed the network degree, by counting the number of genetic interactions per query gene. When calculating the genetic network input features for a given query gene, we excluded the SL information from the corresponding screen where the gene acts as a query gene in order to avoid redundancies between input and output. That way, the part of the genetic network revealed by mapping a given query gene was unknown when making predictions for it. In contrast to the response variable, where only htp SL information was considered, here, we also counted genetic interactions found by ltp experiments and combine weaker synthetic sick phenotypes with synthetic lethals (SSL) from other screens. The aim was to include as much knowledge about the gene as possible and use features that are was available for novel query genes, as well. We counted the interactions with a given query gene, to obtain the network degree. Even though we omitted information in order to mimic the situation of a new query gene, these features were still partially correlated with the response variable in the model, depending on how often the considered gene had been found as a target in other screens. We used these features in our input because they represented very useful information that would also be available for new genes that have not been used in systematic SL screens, so far. In fact, they were found to be a strong predictor (see Figure 3). Considering htp and ltp data seperately and also together, this resulted in the integer-valued degree scores SSL.htp.deg, SSL.ltp.deg, SSL.deg.

## Protein networks

We used the number of links in the protein interaction network, found by yeast two-hybrid or mass-spectrometric experiments using protein purification, as the protein network degree of the query genes. Beyer et al. (14) showed that genetic interactions bridge highly connected genes in the protein interaction network. With these inputs we assessed whether such protein network hubs are also genetic network hubs. As above, we distinguished between htp and ltp data and we also used a combination of both to derive the integer-values inputs PI.htp.deg, PI.ltp.deg, PI.deg.

## Mixed networks

We constructed a mixed biological network featuring both protein interactions and genetic interactions as in both paragraphs above. We calculated the degree in a network containing only htp or ltp data, and a combination of both. The features Mixed.htp.deg, Mixed.ltp.deg, Mixed.deg have integer scale.

## Amino acids

Each gene or protein sequence consists of a given number of amino acids (AA) related to its functional role in the cell. We used the count of each amino acid present in a protein as separate features to characterize each query gene. Thus, these inputs would reveal whether genetic network hubs are enriched in specific residues in their amino acid profile. For the resulting integer input variables we used the three letter code of each AA: ALA, ARG, ASP, CYS, GLN, GLU, GLY, HIS, ILE, LEU, LYS, MET, PHE, PRO, SER, THR, TRP, TYR, VAL.

## Protein sequences

Some additional, informative features can be derived from the protein sequences. We included the molecular weight and the length of the protein to see whether genetic network hubs tend to have a certain size. To capture biochemical properties of the gene products, we included the hydrophathy-score (GRAVY), the occurence of aromatic residues (AROMA) as well as the pI of the protein. We further included codon bias of the gene sequences in the form of the CAI (codon adaptation index) and FOP (frequency of optimal codons) score (15). The resulting list of inputs comprises the integer and continuous variables Mol.weight, Protein.length, GRAVY, AROMA, Codon.bias, CAI, FOP.

## Chromosomal location

Several lines of evidence suggest that essential genes in yeast cluster at genomic locations with low recombination frequency (16). Potentially, genetic network hubs also cluster to specific genomic locations to be protected from random mutation. To investigate chromosomal locations for the genes, we calculated their ranks on each chromosome arm and assessed their relative distance to the centromer as well as the
relative distance to the centromer and the telomeres. These numbers were obtained from the spatial order of the genes as given in the name identifiers. All the genes on a given chromosome were sorted for each chromosome arm ( R and L : right and left of centromer) and their relative position was estimated by taking the fraction of the number in the gene identifier (eg 109 for YOL109W) and the total amount of loci on the respective chromosome arm (e.g. 166 for the left arm of chromosome "O"). This number contains crude spatial information and serves as a measure for the distance between a given locus and the centromer. We obtained the relative distance to the center of the chromosome arm, a region expected to have high random mutation rate, by substracting the number 0.5 of this value and taking the absolute value of the result. We named the resulting real-valued inputs accordingly as gene.rel.cent and gene.rel.mid. A low value for gene.rel.cent means that the gene is located close to the centromer and far from the telomere, while a low value for gene.rel.mid means the gene is located close to the center of the chromosome and thus far from both centromer and telomere.

This list of features contains correlated input information that could affect a regression model. As briefly mentioned in the introduction, the Random Forest regression model applied here is not harmed by inputs correlated to each other so that the entire list of features could be included in the analysis.

### 2.1.2 Cross-validation and feature selection

We trained a Random Forest regression model on the data set with all genomic inputs as explanatory variables and the genetic network degree derived from the htp SL network as the response variable. The random Forest algorithm yields the weights of each explanatory variable in the form of a variable importance score, as shown in Figure 3. We succesively deleted the least important variable from the current submodel, until the mean squared prediction error (MSE) became minimal. For a good model the MSE should be lower than the variance of the response variable. The MSE itself is estimated using leave-one-query-out cross-validation (see Section 5.1), omitting the observation corresponding to a given query gene at each run, training the model on the rest of the data and predicting the network degree of the omitted query gene. We found that a model containing the genetic and protein network inputs SSL.htp.deg, SSL.deg, PI.ltp.deg, PI.deg, Mixed.ltp.deg, Mixed.deg, as well as the amino acid counts PRO, $V A L$ has a minimal MSE of 793.5 (with the variance of the response variable being 999.3). Additional File 1 shows the results of the loqo-CV procedure for the regression model. Note that in Figure 3 some other inputs rank higher or almost as high as these selected variables, but are not included in the finally selected model. This is because the picture shows their weights in the complete model. We assessed all reduced
submodels, omitting one feature after the other. In those submodels the ranking of the remaining features can vary due to partial redundancies between the features. The final model that we selected results in a minimal MSE and thus has the strongest capacity to predict genetic network hubs. It incorporates information from genetic networks, protein networks and from the amino acid counts of proline and valine. It is interesting that htp information was more informative than ltp for the genetic network, while for the protein networks and the mixed network it is the other way round. Apparently, for synthetic lethality prediction htp protein interactions are less informative than ltp, and ltp SL interactions in the input are less informative than interactions from high-throughput experiments. A possible explanation is that for protein interactions htp experiments are not a very reliable source of information compared to ltp and for synthetic lethals htp screening provides much more comprehensive information than ltp.

### 2.1.3 Prediction of new network hubs

We trained a model on the input features in our final model, as described in Section 2.1.2. For the unknown part of the SL network, we assembled a new data set for all 1350 possible non-essential query genes that have not been tested yet, but were found as a target in a screen at least once. We restricted ourselves to this number instead of all 4544 remaining possible queries (4800-256 already tested), in order to include only those genes in our pool, that are known to be amenable for SL screening. We then used the fitted model for prediction of novel network hubs based on the selected input variables. The resulting list is sorted by the expected degree, representing the likely number of interactions it displays with other genes. It is shown in Additional File 2.

### 2.2 Classification for SL interaction

Here, we used an approach based on pairs of genes. We included all SL interactions from large scale-screens as positive instances. This resulted in 7626 non-redundant SL pairs. As negative samples, we produced an equal number of non-SL gene pairs by randomly shuffling the query and target genes in the list of positive SL interactions. From this list of random gene pairs we excluded any pair of genes for which a genetic interaction had been reported, also considering small-scale experiments and synthetic sick phenotypes. Thus, we only included negative pairs that have actually been tested for genetic interactions and were found to be negative. We excluded ambiguous pairs, for which a genetic interaction had been found by other experimental means. From current htp SL data, it is known, that an average query gene only interacts with a small fraction of all genes in the target gene pool (i. e. on average 34 out of $4800(1)$ ).

Consequently, the negative set should be much larger than the positive set. In our scenario, though, we use a balanced data set. First, as in the previous approach, we do not consider all 4800 possible targets, but a set of non-essential genes that exhibit interactions with at least one query gene. Thus, the gene pairs in the positive and the negative class only contained genes that are reportedly amenable for SL screening, and genes that are possibly not sensitive to the method are excluded. Secondly, the employed Random Forest classifier is known to be sensitive to very imbalanced input data. We thus used a reduced balanced data set, because we believe that the essential features discriminating positive from negative instances can be readily retrieved from less data. The response variable is binary and equals 1 if the considered gene pair exhibits SL and 0 otherwise. The explanatory variables consist of 45 continuous and integer scores derived from genomic and proteomic data.

### 2.2.1 Input features

As for the previous regression approach, we calculated different input scores that characterize each query-target gene pair based on the data described in the introduction (1.2). These scores assess pairwise relationships between gene pairs, for instance shared interaction patterns in different networks. We used the network clustering coefficients as described by Goldberg et al. (17) including the methods meet/min (mm), the Jaccard index ( j ) or the geometric ( g ) and the hypergeometric clustering ( hg ) coefficients to obtain real-valued inputs from these networks.

## Genetic network

We assessed the network of genetic interactions considering the amount of shared interaction partners of two genes, taking into account their connectivity in the network. Note that the hypergeometric clustering coefficient used here is the same as the term "genetic congruence" used by Ye et al. (18). The resulting input features are the $\mathrm{j}, \mathrm{mm}, \mathrm{g}$ and hg clustering coefficients j.gene.coeff, mm.gene.coeff, g.gene.coeff,

## hg.gene.coeff.

## Protein Network

We considered the network of protein interactions and calculated the same coefficients as above:
j.protein.coeff, mm.protein.coeff, g.protein.coeff, hg.protein.coeff.

Ozier et al. (5) showed that protein hubs tend to show many SL relationships. They refer to these relationships as the combined physical connectivitiy, a score based on the product of the network degrees of both proteins in the protein interaction network. Here, we calculated these scores and distinguished between low- and high-throughput (htp/ltp) and the union of both (all): C.htp, C.ltp, C.all.

## Mixed Network

For the mixed network, we applied different schemes to obtain suitable scores for classification of SL. First, we considered the union of both networks irrespective of the interaction type. The term "mixed" denotes the resulting coefficients: j.mixed.coeff, mm.mixed.coeff, g.mixed.coeff, hg.mixed.coeff.

Then, we followed the terminology introduced by Kelley et al. (6) who distinguished two types of SL interactions. According to their work, a small fraction of all SL relationships occurs within the same protein complex or pathway, bridging proteins that are densely connected with each other in the protein network. The "within pathway"-model relates to these SL interactions. The other larger part of SL occurs between pathways or protein complexes and bridges genes whose proteins are densely connected with other proteins (clusters or complexes): the "between pathway"-model. Consistent with this concept, we derived within- and between scores using protein and genetic network topology. For the between-score, common interaction partners of a pair of genes are only counted if they are connected to both genes over exactly one protein and one genetic interaction, with the protein interaction linking proteins in the same pathway and the genetic interaction bridging two pathways. For the within-score, genes connected in this two-way manner were only counted if there were also direct protein interactions to both proteins and thus, all three proteins would belong to the same physical pathway. This is consistent to the between and within models of Kelley et al. (6) as illustrated in Figures 4 and 5. Note, that the between-score is also a conceptual extension of the 2hop physical-SSL feature used by Wong et al. (7). In their approach, a single two-way link with a common interaction partner of a gene pair involving a protein and a genetic interaction resulted in a strong input feature for SL-prediction. We consider a weighted score of multiple such links in the derived "between"-features.

According to the used terminology, the scores are: j.between.coeff, mm.between.coeff, g.between.coeff,
hg.between.coeff and j.within.coeff, mm.within.coeff, g.within.coeff, hg.within.coeff.
As additional features we used a set of correlation coefficients calculated on different data sets.

## Gene ontology correlations

We used the similarity score based on the Gene Ontology information as proposed by Lord et al. (19) to assess the correlations of the GO annotations between the genes in each pair. Considering all three GO-categories, namely biological process (p), cellular component (c) and molecular function (f), this resulted in the real-valued GO-similarity (GOS) scores GOS.p, GOS.c and GOS.f.

## Gene expression

To include gene expression information in the inputs, we calculated the Pearson correlation for each gene
pair based on two large compendia of gene expression profiles, the Hughes-data set (h, (11)) and the Mnaimneh-data set (m, (12)) (see input Section 1.2). These two inputs scores mRNA.coef.h and $m R N A . c o e f . m$ assume continuous values between -1 and 1 .

Amino acid content
To include correlations in amino acid composition among the genes, we also calculated the Pearson correlation of the amino acid profiles of the proteins corresponding to each gene a pair. This resulted in the input aa.coef.

## Sequence-based features

As in Section 2.1.1, the molecular weight, the protein length and other coefficents that characterize a protein product, such as codon usage (CAI, FOP, Codon.bias) and the fraction of aromatic or hydrophobic residues were included $(A R O M A, G R A V Y)$. To assess the similarity between both genes in each pair, we took the absolute difference (diff) and the log-ratio of the absolute difference between the respective values (ratio) for each gene pair. This results in the following list of integer and continuous input scores: MW.diff, MW.ratio, PI.diff, PI.ratio, CAI.diff, CAI.ratio, Prot.length.diff, Prot.length.ratio, Codon.bias.diff,

Codon.bias.ratio, FOP.diff, FOP.ratio, GRAVY.diff, GRAVY.ratio, AROMA.diff, AROMA.ratio

### 2.2.2 Cross-validation and feature selection

As in the regression approach, we applied leave-one-query-out cross-validation for assessing the model performance (see Section 5.1). In the scenario presented here, all data from a given query gene was omitted from the data set involving all SL interactions where the given query was actually used as a query in a systematic screen, because this represents the unknown information that we were trying to predict.

However, we kept interaction data from other screens in which the given gene was found as a target as well as synthetic sick interactions and results from small scale experiments, because the latter information is independent from the htp assay with the given query gene. As in the first approach, we selected the best list of input features using the Random Forest variable importance and the classification error as obtained from leave-one-query-out cross-validation. The list of selected features contains the following 37 inputs: j.gene.coeff, mm.gene.coeff, g.gene.coeff, hg.gene.coeff, j.mixed.coeff, mm.mixed.coeff, g.mixed.coeff,
hg.mixed.coeff, j.between.coeff, mm.between.coeff, g.between.coeff, hg.between.coeff, GOS.p, GOS.c, GOS.f, mRNAcoef.h, mRNAcoef.m, aa.coef, MW.diff, PI.diff, CAI.diff, Prot.length.diff, Codon.bias.diff, FOP.diff, GRAVY.diff, AROMA.diff, MW.ratio, PI.ratio, CAI.ratio, Prot.length.ratio, Codon.bias.ratio, FOP.ratio, GRAVY.ratio, AROMA.ratio, C.ltp, C.htp, C.all.

Figure 6 shows, that the between-features are the most important inputs followed by the mixed features. From the remaining features, the genetic clustering coefficient hg.gene.coeff is most important. This is consistent with the approach reported by Wang (7), in which the features based on genetic interactions or combinations of genetic and protein interactions resulted in the best inputs. All the features derived from gene expression, amino acid profiles and sequences have intermediate importance in the model and are kept in the selection of inputs. The inputs based on protein interactions only and the within-scores were omitted from the model due to their very low importance. However, the combined physical connectivity score also derived from the protein interaction network is a powerful predictor for SL interaction. Considering shared partners in the protein network apparently does not help to predict SL but the combined physical connectivity calculated from a protein network with htp and ltp interactions (C.all) is a good predictor. This supports the hypothesis that protein network hubs are also hubs in the genetic network.

### 2.2.3 Statistical Assessment

Random Forest classification yields conditional probabilities for synthetic lethality as a function of the input variables. We considered the different cutoffs $0.5,0.75$ and 0.9 as thresholds for the conditional probability of synthetic lethality. Gene pairs with an estimated probability of equal or higher than these values were classified as positives and the rest as negatives. The results for all three cutoffs are shown in Additional File 3. We found that a cutoff of 0.9 resulted in realistic network degrees with minimal deviation of predicted to observed network degrees and therefore yielded smallest overall mean-squared error (MSE). With this setting, we can predict network hub with the highest accuracy. We further knew, that the estimated number of SL interactions is only a small fraction of the total pool of single-null mutants, so it was reasonable to apply a stringent cutoff. For the prediction of hubs from the list of novel query genes, we classified any gene pair with a conditional probability of 0.9 or more as SL and any value below this cutoff was predicted as a non-SL interaction. This resulted in a list of predicted genetic network hubs as shown in Additional File 4.

### 2.3 Integrated result

In order obtain a robust prediction of genetic network hubs, we integrated the results of regression for network degree and classification of SL interaction. We combined the results of the two methods by applying a maximum-rank procedure as described in Methods (Section 5.2). This reduces possible biases inherent to one method alone and guarantees a robust ranking. A scheme of the complete modeling
procedure is outlined in Figure 7. Ranking of the top 10, top 20 and top 30 genes is highly significant compared to the ranking of the genes that would be expected by chance ( p -values $<10^{-5}$ for all three cutoffs top10, top20 and top30). The fist 30 positions of the final list are shown in Table 1 together with the predicted degree and the ranks in both lists. The complete list can be found in Additional File 5. Inspection of the final list shows that genes with very important functions in the cell rank very highly. It features genes with known roles in mitotic exit (CDH1, LTE1), transcription and mRNA metabolism (PAT1, LSM1), endocytosis (MON2) and protein sorting (PMR1). We expect that these genes will have a high number of SL interactions.

## 3 Discussion

We pursued a twofold modeling strategy, using regression and classification, to predict new query genes for SL screening that are potential genetic network hubs. Focussing on these query genes in future screens will increase the information gain of the genetic network, because informative experiments with an above-average number of novel interactions will be performed. We implemented both approaches with Random Forest models. While the regression approach directly yielded the desired output, we derived the network degree of a gene in the classification approach after predicting binary SL gene pairs and counting them. This was done using a stringent cutoff criterion. Both approaches rely on suitable genomic and proteomic input features: statistical selection of the best features was done by optimizing the predictive capacity of the method.

The best input features were the degrees from genetic and mixed networks in the regression approach and clustering coefficients in these networks in the classification approach. The fact that the mixed and the between-scores ranked high in the model shows that combining protein interaction and genetic interaction information is very useful for assessing and predicting SL interactions. The power of the between-features gives further support to the "between-pathway model" for synthetic lethality proposed by Kelley et al. (6), whereas the fact that the within-scores were unimportant in our approach questions the relevance of the "within-pathway model". Contrary to the approach followed by Wong et al. (7) who found that two-way genetic interactions (2hop SSL-SSL) with a third gene are most predictive for SL, we found that a combination of protein and genetic interactions with a topology consistent with the between-pathway model are better predictors than two-way genetic interactions (e. g. hg.between.coeff vs. hg.gene.coeff). Since the most informative features are derived from genetic network information, the method tends to identify suitable query genes for which a large number of genetic interactions are already known from other
experiments. So densely connected genes in pathways that have not been targeted by SL screening up to now, might not be detected. They will only be found by the model if they have a high score with other important features not derived from the genetic network. Nevertheless, the genetic interaction information is very valuable in comparison to the remaining genomic data types, as can be seen by the importance in the model (Figure 3 and 6 ). Thus, it is a valid approach to construct a model based on these features, in particular, because we omit all known htp SL information in the input variables when predicting the interactions to be found in a screen with a given query gene. Furthermore, new screens based on the results of this method will reveal new interactions also for genes currently not present in the list. This will fill in the gaps which are currently present in the genetic interaction landscape. Feeding this information back into the model will increase the predictive power and the genome coverage of the method.

The approach is an extension of Wong et al. (7) who predicted synthetic sick or lethal gene pairs using binary decision trees. Here, we use Random Forest models. This has a few advantages over the method by Wong et al. Due to randomization and ensemble averaging, Random Forests yield better results than decision trees (8). In addition, our combined approach using regression and classification is more robust for prediction of hubs. Most importantly, we do not confine ourselves to the prediction of SL pairs but we use the model to designate optimal query genes for future screens. For the ongoing effort to complete the genetic network using htp SL screens, the predictions can be used to direct and plan future SL screens. The resulting list of novel query genes contains genes with roles in very important cellular processes that are highly recommended for htp SL screening.

## 4 Conclusions

Correlations between different systematic data sets obtained from studies of the yeast interactome and genome can be exploited to predict genetic interactions. Using two independent models guarantees a robust and unbiased outcome and very likely increases the biological relevance of the result. Assmbling and compiling the predictions helps to prioritize candidate genes for further comprehensive synthetic lethality screening experiments. The presented modeling approach is a substantial tool to efficiently complete the SL network providing high information gain and minimizing experimental cost. Moreover, it is not restricted to genetic networks in yeast but is applicable for hub prediction in any network and any organism where sufficient input data is available.

## 5 Methods

### 5.1 Leave-one-query-out cross-validation

For assessing the model performance we apply a special cross-validation strategy. We leave out the information resulting from an experiment with a given query gene, fit the model to the remaining data, predict the output for the left out observations and assess the deviation from the predicted to the real observed network degree. This procedure is repeated to leave out every query gene once and the deviations (errors) are averaged over the repetitions. Leaving out information affects all observations belonging to a given query gene. For the regression analysis, we delete one observation per query gene; in the classification model, all gene pairs with the given query gene are omitted. Furthermore all interactions resulting from the screen with a given query gene are omitted in the genetic networks used for feature generation on the input side. This mimics the conditions for a novel screen, where this kind of information would be unknown, as well. Thus, in both regression and classification models, the values for the input features derived from genetic network information are different for every given left-out query gene and are calculated on a reduced genetic network. It would be too optimistic to use the complete genetic network information because then input and output of the model would contain strongly redundant information. However, we do not exclude interactions with the given query gene that are known from independent screens with other query genes. The variables SSL.htp.deg, SSL.ltp.deg, SSL.deg, Mixed.htp.deg, Mixed.ltp.deg and Mixed.deg in the regression approach and the features j.gene.coeff, mm.gene.coeff, g.gene.coeff, hg.gene.coeff, j.mixed.coeff, mm.mixed.coeff, g.mixed.coeff, hg.mixed.coeff, j.within.coeff, mm.within.coeff, g.within.coeff, hg.within.coeff, j.between.coeff, mm.between.coeff, g.between.coeff, hg.between.coeff in the classification approach are calculated anew for each query gene observation in the leave-one-query-out cross-validation.

### 5.2 Max-rank scoring scheme

For integration of both gene lists at the final stage, we apply a maximum-rank scoring procedure. We combine the two lists by using the maximal rank

$$
\operatorname{rank}(i)=\max (\operatorname{rank}(i, \operatorname{regr}), \operatorname{rank}(i, \text { class }))
$$

This means, that we sort the list of genes according to their maximum rank in both lists. This ensures that the top of the list only contains genes with high positions in both rankings thereby reducing biases coming from one single method.
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## 8 Figures

### 8.1 Figure 1

## Degree distribution in genetic network



Figure 1: The degrees of the query genes in the genetic network follow a power-law distribution. Many query genes have a low number of connections and a few ones are highly connected (degree $>100,4800$ possible targets).

### 8.2 Figure 2



Figure 2: The selected input features show correlations with the response variable SL.htp.deg.out. Especially the inputs SSL.deg, SSL.htp.deg and Mixed.deg exhibit marginal correlations to the response variable.

### 8.3 Figure 3

## Weights of inputs regression model



Figure 3: The input features derived from a mixed genetic and protein interaction network show the highest weights in the model, followed by separate genetic and protein networks. Also important are some amino acids, such as proline and valine. The sequence-based inputs, the chromosomal location and most of the remaining amino acid inputs play a minor role.

### 8.4 Figure 4

## „between-pathway" model



Figure 4: The "between-pathway" model for synthetic lethality by Kelley et al. (6) illustrates that a part of all synthetic lethality interactions occur between groups of proteins densely connected by physical protein interactions. We derive different "between-scores" from the amount of common neighbors of two genes in mixed networks that exhibit exactly one protein and one genetic interaction to each gene.

### 8.5 Figure 5



Figure 5: The "within-pathway" model for synthetic lethality by Kelley et al. (6) illustrates that a part of all synthetic lethality interactions occur within groups of proteins densely connected by physical protein interactions. We derive different "within-scores" from the amount of common neighbors of two genes in mixed networks that exhibit a protein interactions to one gene and both a protein and a genetic interaction to the other gene, so that the synthetic lethality link clearly occurs within and not between the pathway defined by all connected genes.

### 8.6 Figure 6



Figure 6: The inputs derived from the mixed network containing genetic and protein interactions clearly show the highest weights, while the features ranging from genetic network clustering, the combined physical connectivity, gene expression correlations to the sequence-based features have lower weights in the model. The features derived from the protein network and the within features have very low importance.

### 8.7 Figure 7



Figure 7: Genes with a high potential of being genetic network hubs are predicted in a parallel approach using two different models based on inputs derived from genomic and proteomic data. A regression model trained on single-gene features directly predicts the number of synthetic lethality interactions partners for a of considered possible future query genes. A classification approach trained on gene-pair characteristics predicts the probability of finding a synthetic lethality interaction between the query genes and a set of target genes. Setting a cutoff on this probability results in a number predicted synthetic lethal connections. The results of both approaches are integrated and ranked to give a robust estimate of future genetic network hubs.

## 9 Tables

### 9.1 Table 1

Table 1: Final list of new genetic network hubs obtained from integrating the results of both approaches. The first 30 positions are shown which are highly significant (see text above). Their position in the final list is a result of the ranks in both single lists. The table also shows the degree of both single approaches, which translates to the number of expected SL hits in an experiment.

| Rank | ORF name | Gene name | rank regression | degree regression | rank classification | degree classification |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | YGL003C | cdh1 | 8 | 35.93 | 10 | 77 |
| 2 | YAL024C | lte1 | 13 | 34.51 | 14 | 66 |
| 3 | YCR077C | pat1 | 15 | 33.53 | 20 | 54 |
| 4 | YNL297C | mon1 | 5 | 37.64 | 22 | 51 |
| 5 | YJL124C | lsm1 | 1 | 52.75 | 25 | 48 |
| 6 | YGL167C | pmr1 | 2 | 40.91 | 28 | 46 |
| 7 | YDL059C | rad59 | 34 | 29.57 | 21 | 54 |
| 8 | YNL054W | vac7 | 4 | 37.74 | 38 | 38 |
| 9 | YER087W | YER087W | 26 | 31.02 | 42 | 37 |
| 10 | YBR088C | pol30 | 46 | 28.69 | 5 | 91 |
| 11 | YCL008C | stp22 | 35 | 29.56 | 48 | 35 |
| 12 | YNL107W | yaf9 | 51 | 27.91 | 2 | 98 |
| 13 | YPR120C | clb5 | 52 | 27.87 | 16 | 64 |
| 14 | YMR231W | pep 5 | 6 | 37.08 | 52 | 34 |
| 15 | YJL095W | bck1 | 59 | 27.13 | 64 | 31 |
| 16 | YLR240W | vps34 | 66 | 26.74 | 30 | 46 |
| 17 | YPR119W | clb2 | 11 | 35.23 | 69 | 31 |
| 18 | YER155C | bem2 | 14 | 33.97 | 74 | 29 |
| 19 | YLR182W | swi6 | 82 | 25.43 | 9 | 79 |
| 20 | YGL173C | kem1 | 38 | 29.33 | 84 | 26 |
| 21 | YGR092W | dbf2 | 85 | 25.4 | 18 | 61 |
| 22 | YDR378C | lsm6 | 90 | 25.2 | 59 | 33 |
| 23 | YNL147W | lsm7 | 91 | 25.1 | 41 | 37 |
| 24 | YMR094W | ctf13 | 41 | 29.25 | 96 | 23 |
| 25 | YDR432W | npl3 | 3 | 38.67 | 97 | 23 |
| 26 | YER019W | isc1 | 65 | 26.77 | 105 | 22 |
| 27 | YBR097W | vps15 | 63 | 26.8 | 106 | 22 |
| 28 | YMR198W | cik1 | 109 | 24.27 | 11 | 75 |
| 29 | YBL007C | sla1 | 89 | 25.22 | 109 | 21 |
| 30 | YJL090C | dpb11 | 110 | 24.2 | 107 | 21 |

## Additional Files

### 9.2 Additional File 1

Additional File 1 shows the results of the loqo-CV procedure for the regression model. It lists the number of hits determined by SL screening, the predicted number of hits, the squared difference, the random forest
out-of-bag estimate and the overall MSE at the bottom of the data matrix.

### 9.3 Additional File 2

Additional File 2 lists the predicted number of SL interactions for future gene candidates obtained by the regression model. The gene name, the ORF name and the predicted number of hits are listed.

### 9.4 Additional File 3

Additional File 3 shows the results of the loqo-CV procedure for the classification model. It lists the experimentally found number of hits and the predicted number of hits for the cutoffs $0.5,0.7$ and 0.9 together with the corresponding squared errors. At the bottom of the data matrix the MSEs for all 3 cutoffs are shown.

### 9.5 Additional File 4

Additional File 4 lists the number of SL interactions for future gene candidates obtained by the classification model. The gene name, the ORF name and the predicted number of hits are listed.

### 9.6 Additional File 5

Additional File 5 shows the integrated list of results of both approaches ranked by maximum rank. This is the final list of recommended future SL screening candidate genes.

