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1 Review

• Outcome variable of interest: time until an event occurs

• Time = survival time
Event = failure

• Censoring: Don’t know survival time exactly

 

True survival time 

observed survival time 

Right-censored 

• Model
T = failure time with distribution F , density f
C = censoring time with distribution G, density g
Assume that the censoring time C and the failure time T are independent
X = min(T,C), ∆ = 1{T≤C}. We observe n i.i.d. copies of (X,∆).

• Survivor function: S(t) = P [T > t]
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δ = (0, 1) random variable

=
{

1 if failure
0 if censored

We let the Greek letter delta (δ) denote a (0,1) ran-
dom variable indicating either censorship or fail-
ure. A person who does not fail, that is, does not
get the event during the study period, must have
been censored either before or at the end of the
study.

S(t) = survivor function
= Pr (T > t)

The survivor function, denoted by S(t), gives the
probability that the random variable T exceeds the
specified time t.
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1
Theoretical S(t)

Theoretically, as t ranges from 0 up to infinity,
the survivor function is graphed as a decreasing
smooth curve, which begins at S(t) = 1 at t = 0
and heads downward toward zero as t increases
toward infinity.

Ŝ(t) in practice

1

0 Study endt

Ŝ(t)

In practice, using data, we usually obtain esti-
mated survivor curves that are step functions, as
illustrated here, rather than smooth curves.

h(t) = hazard functon
= instantaneous potential

given survival up to time t

The hazard function, denoted by h(t), gives the in-
stantaneous potential per unit time for the event
to occur given that the individual has survived up
to time t.

S(t)

h(t)

Failing

Not failing

h(t) is a rate : 0 to ∞

In contrast to the survivor function, which focuses
on not failing, the hazard function focuses on fail-
ing; in other words, the higher the average hazard,
the worse the impact on survival. The hazard is a
rate, rather than a probability. Thus, the values
of the hazard function range between zero and
infinity.

h(t)S(t)
Regardless of which function S(t) or h(t) one
prefers, there is a clearly defined relationship
between the two. In fact, if one knows the form
of S(t), one can derive the corresponding h(t), and
vice versa.
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• t(j) = ordered failure times
mj = # of failures at t(j)
q(j) = # censored in [t(j), t(j+1))
R(t(j)) is the set of individuals for whom T ≥ t(j)
nj = |R(t(j))|

2 KM-Curves

General KM-formula

Ŝ(t(j)) =

j∏
i=1

P̂ r(T > t(i) | T ≥ t(i)) = Ŝ(t(j−1)) · P̂ r(T > t(j) | T ≥ t(j))

1



In the case of no censoring this reduces to

Ŝ(t(j)) =
# surviving past t(j)

total number of people at the beginning
=
|R(t(j+1))|
|R(t(0))|

R-Command: survfit(Surv(time, status) ∼ 1)

Remark: KM-estimator is the nonparametric MLE.

3 Log-Rank Test

• Want to find out whether the true survival curves differ from group to group

• We look at 2 groups (→ extension to several groups possible)

• Nullhypothesis
H0 : no difference between survival curves

• Goal: To find an expression (depending on the data) from which we know the
distribution (or at least approximately) under the nullhypothesis

 Test statistic: (O2−E2)
2

V ar(O2−E2)
∼ χ2

1

where O2 = total # failures in group 2, E2 = expected # failures in group 2

R-Command: survdiff(Surv(time, status) ∼ treatment)

Remark: Extension to G ≥ 2 groups possible
→ needs (co)variances of Oi − Ei → log-rank statistic ∼ χ2 with G− 1 df

3.1 Stratified Log-Rank Test

• Variation of Log-Rank Test

• Allows controlling for additional (“stratified”) variable

• Split data into stratas, depending on value of stratified variable

• Calculate O − E scores within strata

• Sum O − E across strata

• Limitation: Sample size may be small within strata

R-Command: survdiff(Surv(time, status) ∼ treatment + strata(strat))
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